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ABSTRACT
We develop a panel intensity framework for the analysis of complex
trading activity datasets containing detailed information on individual
trading actions in different securities for a set of investors. A feature
of the model is the presence of a time-varying latent factor, which
captures the influence of unobserved time effects and allows for cor-
relation across individuals. We contribute to the literature on market
microstructure and behavioral finance by providing new results on
the disposition effect and on the manifestation of risk aversion on the
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high-frequency trading level. These novel insights are made possible
by the joint characterization of not only the decision to close (exit)
a position, usually considered in isolation in the literature, but also
the decision to open (enter) a position, which together describe the
trading process in its entirety. While the disposition effect is defined
with respect to the willingness to realize profits/losses with respect to
the performance of the position under consideration, we find that the
performance of the total portfolio of positions is an additional factor
influencing trading decisions that can reinforce or dampen the stan-
dard disposition effect. Moreover, the proposed methodology allows
the investigation of the strength of these effects for different groups of
investors ranging from small retail investors to professional and insti-
tutional investors. ( JEL: C33, C41, C50)

KEYWORDS: behavioral finance, efficient importance sampling, latent fac-
tors, market microstructure, panel intensity models, stochastic conditional
intensity, trading activity datasets

1 INTRODUCTION

The complexity of financial market data containing micro-information on every
individual trader’s action presents new challenges to financial economists and
econometricians. The immense breadth of these data opens new horizons for the
analysis of market microstructure and behavior of economic agents, beyond the
analyses possible with standard (trades and quotes) high-frequency data.

Trading activity datasets, now becoming increasingly available, can be consid-
ered as micro-panel datasets with four dimensions: an irregularly spaced timescale,
types of trading actions, trading instruments, and investors. The marvelous
amount of precise information contained in these datasets creates unique possi-
bilities to analyze individual trading behavior since we can follow the investment
activity of each individual over time. Time plays a central role in high-frequency
finance, market microstructure, and the behavioral finance literature. Trading ac-
tivity datasets can be thought of as field data with exact information on the timing
of investment decisions hence enabling in-depth investigations of prominent be-
havioral finance phenomena such as the disposition effect as well as the motives
driving investment decisions at specific points in time. Investors are typically het-
erogenous with respect to their trading and risk preferences, and trading activity
datasets provide a sound data fundament for the detailed investigation of trad-
ing behavior for different groups of investors from small retail to professional and
institutional investors.

In this paper, we develop an intensity-based modeling framework that is suited
to characterize the data-generating process of complex dynamic systems such as
trading activity datasets. The model exploits the panel structure of the trading
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activity dataset and characterizes a multivariate panel intensity process that is
specified as a function of individual-specific effects, a set of time-varying covari-
ates describing the investors’ information set, a seasonality component, and a time-
varying latent factor. The latent factor is motivated by the fact that not all
individual-specific as well as public information is directly observable or mea-
surable with available explanatory variables. These omitted unobservable factors
induce dependencies across individuals that are captured by the common latent
factor. The intensity-based specification is chosen since it allows us to account for
the impact of time-varying covariates on the trading process. We use a simulated
maximum likelihood (SML) technique to estimate the proposed model by aug-
menting the efficient importance sampling (EIS) method of Richard and Zhang
(2007). Our approach is related to the stochastic conditional intensity (SCI) model
proposed by Bauwens and Hautsch (2006) which they use to characterize a system
of duration processes. Koopman, Lucas, and Monteiro (2008) develop a multistate
extension of the SCI model and apply it to the analysis of credit rating transitions.
The model we propose here differs from both models mentioned above in terms
of its complexity and adapts the SCI model to a panel framework by adding two
dimensions: individuals and trading instruments. Such degree of complexity is re-
quired in order to jointly model all aspects of a trading activity dataset, providing
a framework allowing for individual- and transaction-type-specific effects.

By modeling the investors’ decisions to enter and exit a position jointly and ad-
dressing directly the timing of their actions at the microlevel, we are able to offer
a broad picture of investment behavior. Categorizing our investors into groups ac-
cording to their total trading volume allows us to draw conclusions on the strength
of various effects and the differences in the trading behavior across various types
of investors.

The model is applied to the analysis of the trading behavior of investors in
the foreign exchange market based on a trading activity dataset from OANDA
FXTrade, containing information on every action of a large set of investors in up
to thirty currency pairs over the period from October 1, 2003, to October 31, 2003.
OANDA FXTrade is an electronic trading platform in the foreign exchange market
in which heterogenous groups of small retail investors as well as big institutional
and professional traders are active.

We investigate the disposition effect and loss aversion behavior. The disposi-
tion effect (Shefrin and Statman 1985) describes the tendency to hold positions with
a paper loss longer than positions with the symmetric paper profit. A theoretical
foundation for the disposition effect is based on the prospect theory of Kahneman
and Tversky (1979) in which the investor evaluates the outcome of a trading strat-
egy relative to a reference point and is risk averse if the strategy is profitable with
respect to that reference point and risk seeking otherwise. Barberis and Xiong
(2009) show within a theoretical framework that prospect theory preferences can
cause a disposition effect. The early studies of Lease, Lewellen, and Schlarbaum
(1974), Schlarbaum, Lewellen, and Lease (1978a,b), Shefrin and Statman (1985) as
well as the more recent contributions of Badrinath and Lewellen (1991), Locke and
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Mann (2005), and Shapira and Venezia (2001) analyze the disposition effect by
comparing mean round-trip durations of profitable versus nonprofitable invest-
ments. Odean (1998a) considers the proportions of profits and losses realized over
a certain time horizon, and Grinblatt and Keloharju (2001) apply ordered response
models for the analysis of the disposition effect.

Most of these studies invoke an implicit narrow framing argument (Thaler
1985) and examine the disposition effect isolated for trading in a specific security
in a static framework for the average investor. The studies by Shapira and Venezia
(2001), Dhar and Zhu (2006), Goetzmann and Massa (2008), and Chen et al. (2007)
focus on investor heterogeneity and show that professional and more sophisticated
investors are less prone to the disposition effect and to behavioral biases in general.

In our analysis, we find support for the existence of the standard disposition
effect with respect to a single asset position and we also find that this effect is de-
creasing with investor size, which is in line with the literature above. However, we
also show that the profitability of the total security portfolio plays an important
role for the decision to close a position, which provides counterevidence to the
narrow framing argument often implicit in the literature. We find clear evidence
for disposition effect behavior with respect to the total portfolio profit and loss.
Interestingly, larger investors, who are more likely to trade with a portfolio strat-
egy in mind, are prone to a disposition effect in the portfolio level but not with
respect to the single-position profit/loss. Moreover, we find additional support for
investment behavior consistent with prospect theory preferences by investigating
the effect of profits and losses on the likelihood of opening a new position.

A related strand of the literature analyzes how investors’ trading performance
and activity are affected by learning and experience (cf. Nicolosi, Peng, and Zhu
2009; Seru, Shumway, and Stoffman 2009). A finding in these studies is that ex-
perience leads to more trading activity. However, there is almost no literature
analyzing how risk-taking behavior affects trading strategies and activity on the
high-frequency level. In many market microstructure models,1 traders do not base
their order submission strategies conditional on their current inventory or their
current exposure to inventory risk. Our paper offers deeper insights into this is-
sue that has important implications for these models. In particular, we find that
investors, who temporarily face a higher than normal risk exposure, trade more
cautiously in the sense that they are reluctant to further extend their position in
the near future and that they tend to close out the position faster. We interpret this
finding as a sign of risk-averse behavior at the high-frequency level that leads to
more careful managing of active risk. Nolte and Nolte (2010) also provide support
for this effect. Using the same dataset, but a different methodology, they find that
traders put more effort in analyzing past order flow information whenever they
decide to close a position in comparison to when they decide to open it.

1Cf. Chakravarty and Holden (1995), Parlour (1998), Foucault (1999), Foucault, Kadan, and Kandel (2005),
and Kaniel and Liu (2006).
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The paper is structured as follows: in Section 2, we provide a theoretical de-
scription of the model. Section 3 contains the empirical analysis and a discussion
of the results in light of recent behavioral finance and market microstructure the-
ories, and Section 4 concludes. An exposition of the SML estimation procedure is
presented in Appendices A and B. Additional estimation results are collected in a
Web Appendix, which can be downloaded from the authors’ Web pages.2

2 PANEL INTENSITY MODEL

2.1 Theory
Let t ∈ [0, T] denote the physical calendar time, n = 1, . . . , N denote the nth in-
vestor, and k = 1, . . . , K denote the kth currency pair in which an investor can
trade. The investor can take s = 1, . . . , S trading actions, for example, as in our
application s = 1 increasing and s = 2 decreasing the position in a currency pair.3

Note that in the foreign exchange market, both selling and buying can increase or
decrease exposure to exchange rate risk. Thus, our categorization of actions is not
a buy/sell categorization.

We associate the counting process Nskn(t) with the events of type s in the kth
currency pair for the nth investor defined on a joint probability space {Ω,F,Ft,P},
where the filtrations of the individual processes are denoted by Fskn

t ⊂ Ft. We as-
sume that these processes are orderly.4 The pooled process Nkn(t) = ∑S

s=1 Nskn(t)
that counts all the actions of a given investor in a currency pair is also assumed
to be orderly, that is, the investor cannot take more than one action in the same
asset instantaneously. To account for unobserved time-varying heterogeneity, we
introduce a latent factor process that is defined on the overall pooled process
N(t) = ∑̃

N
n=1∑̃

K
k=1Nkn(t), where the ∑̃ operator counts multiple events at the same

time only once since one or more investors can take actions in several currency
pairs simultaneously. This convention does not exclude that the latent process is
orderly as well, but it is unlikely given the large number of events. We use stan-
dard notation and denote the observation times on each of these point processes by
t(superscripts)
i with i = 1, . . . , N(superscripts)(T). In particular, the latent factor evolves

over ti for i = 1, . . . , N(T).
The building blocks of our model are the intensities associated with the pro-

cesses Nskn(t), which are defined as

θskn (t|Ft− ) = lim
h↓0

P(Nskn((t+ h)−)− Nskn(t−) > 0|Ft− )
h

, (1)

2http://www.warwick.ac.uk/staff/I.Nolte/publications/Nolte&Voev(2010)-JFEC-Web-Appendix.pdf.
3Generally, one can consider a broader set of actions, such as submission of special orders, order cancela-
tion, or change.

4That is, P(Nskn(t+ δ)− Nskn(t) > 1|Ft) = o(δ), with o(·) the little Landau symbol.
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where we note that the information set Ft− implicitly includes conditioning on
the process having survived until t−. The latent process is denoted by λi, and its
conditional density is given by ρ

(
λi|Ft−i

)
. Having set up this notation, we can write

the likelihood of the model as5

L(W;θ) =
∫

RN(T)

N(T)

∏
i=1

∏
Ci

S

∏
s=1

exp



ds
Nkn(ti)

ln θskn
(

tkn
Nkn(ti)

∣∣∣Ft−i
, λi

)

−
∫ tkn

Nkn(ti)

tkn
Nkn(ti)−1

θskn(u|Fu− , λN(u−)+1)du



 ρ(λi|Ft−i
)dΛ, (2)

where W is a generic symbol for data, θ is a parameter vector, and ds
Nkn(ti)

is a

dummy that takes the value 1 whenever the event Nkn(ti) is of type s.6 The set
Ci =

{
(k, n)|ti = tk,n

Nk,n(ti)

}
contains the pairs (k, n) associated with the arrival

time ti since at ti there might be several investors trading at the same time and/or
one investor trading in different currency pairs. It is natural to write the likeli-
hood in terms of the durations [tkn

i−1, tkn
i ] that represent the behavior of a single

investor trading in a given currency pair. Given our assumptions, this is the most
aggregated orderly marked point process. These marked point processes are then
aggregated over investors and currency pairs. We also find this expression instruc-
tive in terms of how one would actually implement the model. Alternatively, we
can specify the model on the basis of [ti−1, ti] as in Koopman, Lucas, and Monteiro
(2008). In this case, however, we have to keep track of all potential investors and
currency pairs that are “at risk” for an event of type s at time ti.

An attractive feature of intensity-based modeling is that it accounts for changes
in the values of time-varying covariates during a duration in a very intuitive way
since it is set up in continuous time. In a discrete-time duration-based approach
(e.g., the stochastic conditional duration model of Bauwens and Veredas 2004), one
can also account for time-varying covariates (see Lunde and Timmermann 2005),
but then the likelihood function has to be additionally adjusted (effectively this
again amounts to adjusting the intensity to reflect the changes in the values of the
covariates). Furthermore, the intensity-based approach allows for the characteri-
zation of the dynamic behavior of each of the s subprocesses, whereas the dura-
tion approach considers the pooled process only. The intensity can be modeled
in the spirit of the SCI model of Bauwens and Hautsch (2006). We parameterize
θskn(t|F−t , λN(t−)+1) generally in the following way:

θskn(t|F−t , λN(t)) = (b
skn(t)Sskn(t)Ψskn(t)λδskn

N(t−)+1)D
skn(t). (3)

5See, for example, Lancaster (1997). Note that for an arbitrary time u, we need to ensure that the latent
factor is indexed by the time at the end of the spell, that is, N(u−) + 1. At event times ti , N(t−i ) + 1 = i.

6This describes the type of action of the nth investor in the kth currency pair at the arrival time of the
latent factor time ti .
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Thereby bskn(t) denotes a (possibly investor, currency pair, or state-dependent)
baseline intensity, Sskn(t)—a deterministic seasonality function, Ψskn(t)—the com-
ponent capturing the effect of (time-varying) covariates, and δskn is a parameter
that controls for the impact of the latent component on the s-type intensity. In our
application, we need to take into account that after an action that sets the exposure
in a given currency pair to zero, that is, the position is closed completely, there is
no possibility for a subsequent close. Hence, the intensity θ2kn(t|Ft− , λN(t−)+1) is
zero in this case. We model this through the variable

Dskn(t) =
{

1, if s = 1,
1− dkn

cc (t), if s = 2,
(4)

where dkn
cc (t) denotes the dummy variable that takes on the value 1 if the previous

arrival time is associated with a complete close of the position in the currency pair
k for investor n and 0 otherwise.

2.2 Model Parameterization
In our application, we parameterize the separate intensity components parsimo-
niously as outlined below.

2.2.1 Baseline intensity and individual investor-specific effects. We as-
sume that there are different baseline intensities for the different states and the
individual investors but that they are identical across currency pairs. That is, we
assume that

bskn(t) = bsn(t) for k = 1, . . . , K, s = 1, . . . , S, and n = 1, . . . , N.

In the application, we use a multivariate Fourier flexible form (FFF) Weibull spec-
ification in the backward recurrence times of the following type:

bsn(t) = exp(ωsn)S̃(ν̃s, ũskn(t), K̃s)
S

∏
r=1

urkn(t)α
s
r−1 for s = 1, . . . , S,

where S̃(·) with parameter vector ν̃s of dimension 2K̃s is defined as in Equation
(5) below, uskn(t) = t − tskn

Nskn(t−) is the backward recurrence time of process s,

and ũskn(t) = uskn(t)/T is the backward recurrence time standardized to the
interval [0, 1]. The location parameters ωsn are investor and state specific, and
the shape parameters αs

r are assumed to be identical for all investors but differ-
ent across states. Thus, the individual effect allows for investor-specific shifts in
the intensity. The FFF component is chosen to allow for humps and troughs in
the baseline hazard, which cannot be modeled through the Weibull specification
alone.
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2.2.2 Diurnal seasonality and weekend effects. The seasonality function
Sskn(t) incorporates a diurnal seasonality component S̃skn(t) and a weekend
component W̃skn(t)multiplicatively as

Sskn(t) = S̃skn(t)W̃skn(t).

In order to capture the deterministic intraday seasonality pattern of the intensity
processes, we assume that

S̃skn(t) = S̃(t) for k = 1, . . . , K, s = 1, . . . , S, and n = 1, . . . , N,

where

S̃(t) ≡ S̃(ν, τ(t), K) ≡ exp

(
K

∑
k=1

ν2k−1 sin(2π(2k− 1)τ(t)) + ν2k cos(2π(2k)τ(t))

)

,

(5)
which is an exponentially transformed FFF, where τ(t) denotes the intraday trad-
ing time standardized to [0, 1] and ν is a 2K-dimensional parameter vector. To
model the lower degree of trading activity on weekends, we specify W̃(t) as

W̃(t) = exp(*DW(t)),

where * denotes a scalar and DW(t) a weekend dummy, which is 1 during week-
ends and 0 otherwise. According to this specification, the intensity process is
dampened for * < 0, which is the effect that we expect, and amplified for * > 0.

2.2.3 Explanatory variables. Let zskn
j denote the vector of all (time-varying)

possibly investor, currency pair, and state-dependent covariates, where at least one
covariate is updated at time t̃skn

j with j = 1, . . . , Mskn(T), where Mskn(t) is the
corresponding counting process. We model the impact of the covariates on the s-
type intensity by

Ψskn(t) = exp
(

γs ′zskn
Mskn(t−)

)
,

where γs is the coefficient vector.

2.2.4 Latent factor. We assume that the dynamics of the latent factor are de-
fined on the timescale ti. This means that the latent factor changes whenever there
is an action of an investor in a currency pair. Note that this does not imply that the
latent factor changes if there is an update of a time-varying covariate. Since each
intensity θskn depends on the current value of the latent factor, we induce at every
time t a contemporaneous dependence across all intensities θskn. The magnitude
of this possibly investor, currency pair, or state-specific dependence is determined
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by the parameters δskn. The latent factor can therefore be interpreted as an unob-
servable time effect that affects the decisions (open, close) of all investors at every
time t by influencing the intensities of the corresponding processes. We can justify
the existence of such an unobservable time effect in our model in several ways:
(i) (News) effects of news announcements, not modeled due to data limitations,
(ii) (Order Flow) buy or sell pressure from the interbank market, which we do
not observe directly since we consider an internet trading platform, (iii) (Herding)
similar behavior of traders, due to similar interpretations of any kind of techni-
cal chart patterns or further information, or (iv) (Incomplete Information) lack of
information on the overall asset holdings of the investors, complexity of trading
strategy, financial skills and knowledge, and access to background information
(news sources such as Reuters, Bloomberg, etc.) that influence their trading behav-
ior in the particular market we analyze.

In our model, we assume that the latent factor follows, conditional on Ft−i
, a

lognormal distribution

ln λi|F−ti

i.i.d.∼ N(µi, 1),

where the dynamics is modeled through an AR(1) process

ln λi = a ln λi−1 + εi for i = 1, . . . , I,

with εi
i.i.d.∼ N(0, 1). Let li denote the log of the latent factor at ti

li ≡ ln λi,

and let Li denote the history of the log latent factor up to and including ti

Li = {lj}i
j=1.

With this specification, the (log) latent factor depends only on its own past,
so we denote its conditional distribution by p(li|Li−1). From Equation (3), it fol-
lows that the influence of the log latent factor on the s-type intensity is given by
δskn ln λi. As the latent factor evolves on the pooled action process of all investors
in all currencies, we model the impact of the latent factor as common for all n and
k, that is, δskn ≡ δs. Denoting λs

i ≡ δs ln λi, we have that

λs
i = aλs

i−1 + δsεi for i = 1, . . . , N(T).

Therefore, the variance of εi is set to unity, so that the conditional variance of λs
i is

equal to (δs)2, which eases the interpretation of the parameter.7

7Note that this does not exclude the possibility that δs could be negative.

 by guest on A
pril 13, 2012

http://jfec.oxfordjournals.org/
D

ow
nloaded from

 

http://jfec.oxfordjournals.org/


694 Journal of Financial Econometrics

2.2.5 Integrated hazard. Implementing the likelihood function (Equation (2))
requires computing an integral of the intensities θskn. In practice, this integration
is carried out in a piecewise manner. A technical point that needs consideration is
that the processes θskn change not only at the times at which the latent factor is up-
dated but also whenever a time-varying covariate is updated. For this reason, we
introduce yet another process {ťskn

h }, h = 1, . . . , Hskn(T), resulting from the pool-
ing of the latent factor process {ti} and the covariate process {t̃skn

j }, with Hskn(t)
denoting the corresponding counting process.

The integrated intensity over an arbitrary interval [t, t] is then computed as

∫ t

t
θskn(u|F−u , λN(u−)+1)du =

Hskn(t)

∑
h=Hskn(t)

∫ ťskn
h+1

ťskn
h

θskn(u|Fu− , λN(u−)+1)du. (6)

For evaluation of the likelihood, we need the integral in Equation (6) for [t, t] =
[tkn

i−1, tkn
i ]. For the purposes of model evaluation, the integrated intensities with

[t, t] = [tskn
i−1, tskn

i ] can be considered as generalized residuals which under the cor-
rect model specification should be i.i.d unit exponentially distributed.8 For further
details on the estimation procedure, we refer to Appendix A.

3 EMPIRICAL ANALYSIS

3.1 Data Description
We analyze a trading activity dataset obtained from OANDA FXTrade. OANDA
FXTrade is a foreign exchange electronic trading platform operating 24 hours,
7 days per week. It functions as a market making system that executes orders
using the exchange rate prevalent in the market determined either by their own
inventory book and/or by predicted prices relying on a proprietary forecasting
algorithm based on an external data-feed. The legal counterparty of every transac-
tion is always OANDA FXTrade. OANDA FXTrade offers immediate settlement of
trades and tight spreads as low as two to three pips for all transaction sizes. Given
various boundary conditions, such as sufficient margin requirements are satisfied,
orders are always executed.

The investors can trade in up to thirty currency pairs, including the most ac-
tive ones such as EUR/USD, GBP/USD, USD/CHF, EUR/JPY, USD/JPY, etc. They
can submit market orders, limit orders, take-profit orders, and stop-loss orders to
the system. They can cancel or change (limits on) existing orders without incur-
ring any extra fees. Market orders (buy or sell) are executed immediately and af-
fect existing open positions. Limit orders are maintained in the system for up to
one month. A server manages the inventory book, the current exchange rates, and

8See Bauwens and Hautsch (2006) and Bowsher (2007) for an in-depth discussion and proof.
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the current market orders to match existing limit orders. A limit order can there-
fore be matched either against a market order or against a bid or an ask price
obtained from the external data-feed. Stop-loss orders and take-profit orders are
special limit orders in the sense that they can be set for existing open positions.
They can be specified directly while entering a market or a limit order, but they can
also be specified later for existing open positions. Stop-loss and take-profit orders
are automatically erased from the system whenever a position is closed as a re-
sult of further trading activity. In our analysis, we only consider those actions that
either lead to opening a new position, changing an existing position, or closing a
position. These are market orders, executed limit orders, or executed stop-loss and
take-profit orders.

Our analysis focuses on one month of trading and stretches from 00:00:00
on October 1, 2003, until 23:59:59 on October 31, 2003. The raw datasets contain
2120 different investors. Many of these investors are recorded since, for instance,
they submit limit orders, which are never executed, change limits on existing limit
orders, or simply undertake only a very few transactions. We try to filter out
these ”tiny/noise” traders and restrict our attention to traders who have at least
thirty transactions and have been active in at least three currency pairs during
the month. Even those traders are still quite heterogeneous with respect to their
trading activity and volume, and we classify them into twenty groups, each corre-
sponding to 5% bins (vingintiles) of the cumulative distribution function of total
trading volume (in USD) in the month. Thus, the first group (the 0%–5% bin) con-
tains the traders with the smallest total trading volume, and the last group (the
95%–100% bin) contains the traders with the largest total trading volume. Alto-
gether we end up with forty-six investors for each group. Since the estimation of
our model is very computationally intensive, we choose ten investors randomly
from each group for which we estimate the model.9 Thus, we concentrate on 200
randomly chosen investors, which amounts to more than 20% of the cleaned in-
vestor trading activity dataset.

Table 1 presents the descriptive statistics for the twenty investor groups. All
the figures presented are averages over the ten investors within each group. The
heterogeneity of the investors on OANDA FXTrade is clearly visible. The investors
in the smallest group have an average total transaction volume of around 2700
USD per month, while the average total transaction volume is with 29.69 mil-
lion USD in the largest group more than 10,000 times higher. The average median
(maximum) transaction volume per trade is rising accordingly from about 50 (150)
USD to 125.000 (500.000) USD from the smallest to the largest group. These figures
suggest that traders in the smaller groups consist of small private retail investors,
while those in the larger ones consist of smaller professional and institutional in-
vestors.10 Although we observe that the magnitude of the realized profit or loss

9The estimation of the model for one group takes about two to three days on a standard office computer
in GAUSS. The estimation procedure does not allow for a large degree of parallelization and simply the
computation of the Hessian can take up to 12 hours.
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slightly increases over the groups, there is no evidence that bigger investors are
more profitable than smaller ones. There is, however, a slightly increasing pat-
tern in the frequency of trading within the investor groups, with a minimum of
83 trades per investor per month for Group 2 and a maximum of 393 traders for
Group 17. Moreover, we observe that the number of currency pairs in which the in-
vestors trade lies on average between 4 and 9 per investor, without any particular
pattern regarding group ordering.

3.2 Estimation Results
In this section, we report the estimation results of the panel intensity model, dis-
cuss their relevance in the context of market microstructure and behavioral finance
theory, and evaluate the model fit. In the main body of text, we report the estima-
tion results and figures for Groups 1, 7, 14, and 20. Our interpretation of the results,
however, is related to all groups throughout. The complete estimation results and
figures for all twenty investor groups are collected in Web Appendix B.11 The esti-
mation results for our subset of groups are presented in Table 2. We have grouped
the estimates into several categories: baseline intensity, latent factor, seasonality,
and covariates.

The coefficients for the baseline intensity for all groups and all investors re-
sult in a decreasing intensity with very slight humps induced by the FFF in the
backward recurrence times. The baseline intensities for a period of seven days
are depicted for all twenty groups in Figure 1. The solid (dashed) line represents
the baseline intensity of opening (closing) trades. We have chosen the mean over
the individual ω·i effects as the intercepts in these graphs. We observe that, ce-
teris paribus, the longer the periods of no activity, the lower the instantaneous
probability for an open or close trade. In the first minutes, there is no systematic
pattern on whether one intensity dominates the other. Afterward the opening base-
line intensity is always higher than the closing one. This reflects to a certain ex-
tent that in our sample period there are more opening transactions than closing
ones, which is an observation that is already visible in the descriptive statistics in
Table 1. Moreover, it also indicates that the durations between opening events are
on average also shorter than durations between closing events, a pattern that is
also visible in the mean duration statistics for the ”raw” series in Tables 9 and 10 in
Web Appendix C.

Figure 2 depicts the diurnal seasonality patterns in the opening and clos-
ing trading activity in Eastern Standard Time for all twenty investor groups. The
seasonality patterns are somewhat different across investor groups, but we can
identify as common similarities three peaks, which are, depending on the specific

10A description of who uses OANDA FXTrade can be found on their Web page http://fxtrade.
oanda.com/. We do not have further background information on the individual investors, and we resort
to the total trading volume sorting to characterize the traders.

11http://www.warwick.ac.uk/staff/I.Nolte/publications/Nolte&Voev(2010)-JFEC-Web-Appendix.pdf.
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investor group, more or less pronounced. The first peak is usually visible at about
2–3 o’clock, the second one that is also more pronounced at about 11–12 o’clock,
and the third one around 20–21 o’clock. These peaks correspond to standard
trading activity patterns of Europe-, America-, and Asia-based traders. In the case
of the smaller investor groups, however, it is more likely that they reflect before

Table 2 Estimation results for selected investor groups 1, 7, 14, and 20

1 7 14 20

Par. Est. Std. Est. Std. Est. Std. Est. Std.

Baseline intensity

ωo1 −3.6284 0.3775 −1.6789 0.2801 −2.6730 0.2820 −2.5318 0.5974
ωo2 −3.8955 0.4145 −2.1429 0.3717 −1.7475 0.2511 −2.5767 0.5874
ωo3 −3.6775 0.3526 −2.0492 0.2885 −2.6790 0.2865 −2.1823 0.5954
ωo4 −3.8527 0.4767 −1.0109 0.1987 −2.4264 0.2853 −2.8665 0.5962
ωo5 −3.1539 0.3656 −1.0690 0.2317 −2.1260 0.2584 −1.9449 0.5951
ωo6 −2.1340 0.3154 −2.4441 0.2754 −2.1029 0.2617 −2.9082 0.5988
ωo7 −3.6935 0.3471 −2.5269 0.3254 −2.7882 0.3174 −3.3194 0.6153
ωo8 −3.6341 0.4519 −2.3018 0.3066 −2.6071 0.2838 −2.6881 0.5995
ωo9 −2.8393 0.4622 −1.9981 0.3284 −2.2985 0.3024 −2.5027 0.5764
ωo10 −2.9351 0.3701 −2.3509 0.2917 −0.7721 0.2620 −2.2244 0.5923
αo

o 0.4902 0.0141 0.5511 0.0147 0.7297 0.0203 0.6075 0.0129
αo

c 0.8225 0.0353 0.6461 0.0216 0.5381 0.0256 0.5999 0.0184
ν̃o

1 −0.4038 0.1834 −0.5245 0.1855 −0.6802 0.3122 −1.0506 0.2162
ν̃o

2 0.2328 0.1519 −0.0016 0.0217 0.0679 0.2623 1.2589 0.7575
ν̃o

3 0.4909 0.3111 0.2807 0.2133 0.1065 0.2613 1.9579 1.5345
ν̃o

4 0.2546 0.1596 0.3477 0.2104 0.7399 0.2490 1.0430 0.4442
ωc1 −3.4514 0.5650 −2.3053 0.3169 −2.8735 0.3525 −1.0395 0.6898
ωc2 −3.2566 0.5455 −3.1209 0.5710 −1.8362 0.2915 −0.1375 0.6761
ωc3 −2.3837 0.5278 −2.6875 0.2956 −2.3686 0.3250 −1.3857 0.6704
ωc4 −3.4616 0.5303 −1.6356 0.2020 −2.4985 0.3722 −2.3678 0.7254
ωc5 −2.7495 0.5464 −1.7162 0.2618 −1.9347 0.3165 −1.3663 0.6672
ωc6 −2.6478 0.4977 −2.8303 0.2857 −1.6775 0.3179 −0.4958 0.5575
ωc7 −2.5675 0.5404 −3.0252 0.3474 −2.3422 0.3693 −1.4901 0.6939
ωc8 −2.6277 0.6195 −2.9338 0.3130 −0.4709 0.3633 −0.2550 0.6364
ωc9 −2.2699 0.5076 −3.0348 0.3347 −1.8842 0.3330 −0.8946 0.6575
ωc10 −2.6985 0.4827 −1.9775 0.4334 −2.2842 0.3317 −1.3123 0.6825
αc

o 0.7725 0.0347 0.6951 0.0219 0.6466 0.0237 0.9219 0.0157
αc

c 0.6453 0.0586 0.7809 0.0293 0.7682 0.0324 0.5182 0.0161
ν̃c

1 −0.5147 0.2216 −0.2125 0.2769 −0.7168 0.1974 −1.3323 0.4488
ν̃c

2 −0.2453 0.1209 −0.4054 0.2203 −0.0260 0.1969 0.2332 0.7820
ν̃c

3 −0.3986 0.1892 −0.3038 0.1998 −0.0516 0.3613 0.6654 1.1509
ν̃c

4 0.1485 0.2104 0.3906 0.1593 0.4321 0.2229 0.4522 0.2922
(continued)
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Table 2 (continued)

1 7 14 20

Par. Est. Std. Est. Std. Est. Std. Est. Std.

Latent Factor

a 0.5914 0.3138 0.3747 0.1060 0.9070 0.1611 0.9766 0.0066
δo 0.2319 0.0977 0.5078 0.0343 0.1201 0.1128 0.0650 0.0166
δc −0.3699 0.1617 −0.7087 0.0461 −0.1415 0.1201 −0.1220 0.0229

Seasonality

ν1 0.0851 0.0574 −0.2720 0.0571 −0.1680 0.0465 −0.0650 0.0366
ν2 −0.3241 0.0556 −0.0687 0.0474 0.2926 0.0480 0.0131 0.0848
ν3 −0.0243 0.0526 −0.0814 0.0437 −0.1541 0.0429 −0.1833 0.0515
ν4 −0.2254 0.0520 −0.1236 0.0409 −0.1216 0.0422 −0.1445 0.0320
ν5 0.2921 0.0453 0.4391 0.0521 0.2592 0.0487 0.3081 0.0377
ν6 −0.1784 0.0457 0.1762 0.0496 −0.1700 0.0429 −0.1152 0.0382
ν7 0.3130 0.0466 0.1233 0.0462 0.0959 0.0433 0.0707 0.0465
ν8 0.1464 0.0494 −0.0443 0.0433 0.0422 0.0400 −0.0015 0.0733
* −2.4563 0.3242 −1.8763 0.2801 −2.8239 0.3130 −2.8670 0.2352

Covariates

γo
P/L 1 −0.0933 0.0136 −0.0216 0.0087 −0.0335 0.0091 −0.0402 0.0126

γo
P/L pf −0.0631 0.0325 0.0274 0.0195 −0.0699 0.0367 −0.0151 0.0326

γo
vol −0.2865 0.0702 −0.1113 0.0470 −0.0542 0.0614 −0.1162 0.0523

γc
P/L 1 0.1241 0.0289 0.0564 0.0083 −0.0044 0.0320 0.0006 0.0450

γc
P/L pf −0.0218 0.0387 −0.0215 0.0260 0.2502 0.0605 0.1327 0.0476

γc
vol 0.6250 0.1866 0.1182 0.0782 0.1383 0.0838 0.1646 0.0711

No. obs. 1164 1665 1558 3029
Mean ll −7.63807 −5.34914 −6.52545 −6.72727

. The γ·· coefficients on the covariates should be interpreted as follows: superscript “o” for opening inten-
sity and superscript “c” for closing intensity. The subscripts stand for the corresponding variable, where
“P/L 1” is the paper profit/loss in the corresponding currency pair, “P/L pf” is the paper profit/loss in
the total portfolio, and “vol” is the standardized excess trading volume. Par., parameter; Est., estimate;
Std., standard deviation; Obs, observations. All other coefficients are detailed in the main text. “mean ll”
stands for the mean log-likelihood. Quasi maximum likelihood standard errors are reported.

and after ”normal” work trading preferences and opportunities. The weekend
dummy is significantly negative for all groups which is in line with the lower trad-
ing activity during weekends. We do not observe any specific pattern in the size of
the weekend dummy with respect to the ordering of our investors.

Table 3 presents the likelihood ratio (LR) tests of the model containing the la-
tent factor dynamics against the restricted model without it. The detailed
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Figure 1 Opening (solid) and closing (dashed) baseline intensities for selected investor groups 1,
7, 14, and 20 over seven days (x-axis).

estimation results for the restricted model without the latent factor can be found in
Web Appendix A. Generally, the sign and magnitude of the remaining parameters
are relatively unaltered, which provides a robustness check regarding the stability
of the market microstructure results outlined below.

The LR tests show that the parameters regarding the latent factor a, δo, and δc

are jointly always significant for all twenty investor groups, which underpins the
importance of the latent factor in capturing the dynamics in our model. Here, we
do not observe a specific pattern over investor groups in the magnitudes of the LR
test statistics which could be used as an indication that the latent factor would be
more important for specific groups of investors. And, it seems that the latent factor
is indeed needed for both smaller as well as bigger investors. Figure 3 depicts the
parameters for every group. Whereas the impact parameters δo are always greater
and δc are always smaller than 0, the autoregressive parameter a is always positive
and smaller than 1, ensuring a stationary specification for the latent factor AR(1)
process. It is evident that the AR coefficient is increasing over the investor groups,
reflecting that the latent factor process becomes more and more persistent and thus
puts increasing weights on previous observations. On the contrary, the loading
coefficients become smaller (in absolute terms) the larger the investors.
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NOLTE & VOEV | Trading Dynamics in the Foreign Exchange Market 701

Figure 2 Diurnal seasonality patterns of trading activity for selected investor groups 1, 7, 14, and
20. The x-axes always denote time of day in Eastern Standard Time.

To shed more light on the importance of the latent factor and its behavior over
time and investor groups, we compute smoothed estimates of the log latent factor
following the procedure of Koopman, Lucas, and Monteiro (2008), which is de-
tailed in Appendix B. The resulting graphs are depicted in Figure 4, in which we
plot the smoothed estimates over our observation period of 31 days as a function
of calendar time for selected investor groups 1, 7, 14, and 20. The figures for all
investor groups are presented in Figure 3 in Web Appendix B. For all groups, the
smoothed estimates show a clear time of day pattern indicating that the latent fac-
tor controls differently for unobserved heterogeneity during a trading day, with
greater impact during standard trading hours. This pattern is generally consistent
across all investor groups but much more pronounced and significant for the larger
investors. For them it turns out that the latent factor in general seems to be much
more important than for the smaller investors. One possible interpretation of this
finding may be that the investment decision process of the larger investors is more
complex and relies on more (unobserved) decision factors than the investment de-
cision process of the smaller investors. Hence and despite results of the LR test,
the simple model without the latent factor may already be sufficient to explain
the trading dynamics of the smaller investors quite well, whereas for the larger
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Figure 3 Parameter estimates (a, δo , and δc) for the latent factor dynamics for all twenty investor
groups, ordered on the x-axis. The solid dot represents the estimated coefficient, and the bars
represent the 95% confidence bounds. The solid line is the ordinary least squares (OLS) regression
fit through the estimated coefficients.

investors, our results indicate the clear need to include a latent factor and to con-
trol for unobservable effects.

As covariates in our specification, we include the current (since the opening of
the position) paper profit/loss in the currency pair (γ·P/L 1), the paper profit/loss in
the portfolio of all positions (γ·P/L pf), and excess volume (γ·vol). The paper profit/
loss at a particular point of time is computed as the potential profit or loss (de-
nominated in USD) that would have been obtained if the trader had decided to
close his position at the prevailing market rates at that time. The portfolio paper
profit/loss is the sum over the paper profit/losses of all open positions. At each
event time, the excess volume variable is computed as the logarithm of the volume
of the transaction divided by the average volume of the last three transactions (de-
nominated in USD). A value larger than zero indicates that the current transaction
is larger than the locally average volume a particular investor trades.
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Figure 4 Smoothed estimates (solid line) of the log latent factor for selected investor groups 1, 7,
14, and 20. The x-axis always denote times measured in days, and the y-axis are presented on a
log scale. The dashed lines mark 95% confidence bounds.

The proposed panel intensity model allows us to view the disposition effect
and the effect of increased exposure to risk on open and close trade frequencies
from a broader perspective than in the literature cited in Section 1 by focusing on
the individual trader micro-level and considering the timing of trading decisions
as central to the analysis. After all, the disposition effect is explicitly defined as a
time effect, for the analysis of which our framework is perfectly suited. The main
advantages of the model are its ability to include observable individual hetero-
geneity through individual fixed effects and time-varying covariates describing
the investors’ information set as well as to account for unobservable time-varying
effects through the latent factor.

In the literature (cf. Odean 1998a; Shapira and Venezia 2001; Locke and Mann
2005; Haigh and List 2005), the disposition effect is regarded usually in isolation
and with respect to a single security position. An advantage of our framework is
that it allows us to analyze to what extent the portfolio profit/loss affects trading
decisions in the separate currency pairs and amplifies or dampens the security-
specific disposition effects. The partitioning of the population of investors into
groups enables us to analyze the differences in the degree to which certain groups
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are prone to this behavioral effect. Recall from the descriptive analysis that there
are no differences in the number of traded currency pairs from smaller to larger in-
vestors, so that differences in portfolio effects cannot be attributed to the number
of traded currency pairs.

In Figure 5, we plot the parameters for the single-position paper profit/loss,
the portfolio paper profit/loss, and the excess trading volume for both the open
and the close intensity subprocesses across all twenty investor groups, ordered on
the x-axis. The solid dots represent the estimated coefficients (with the correspond-
ing 95% confidence intervals), and the solid line is the OLS regression fit through
the estimated coefficients.

Figure 5 Parameter estimates for the single-position paper profit/loss, the portfolio paper
profit/loss, and excess transaction volume for both open and close intensity subprocesses across
the twenty investor groups, ordered on the x-axis. The solid dot represents the estimated coeffi-
cient, and the bars represent the 95% confidence bounds. The solid line is the OLS regression fit
through the estimated coefficients.
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We first focus on the upper-row panel illustrating the impact of the paper
profit/loss in the single position (γ·P/L 1) on the open and close intensities. In gen-
eral, we observe that the coefficients on the opening intensity are negative, while
those for the closing intensity tend to be positive. Moreover, while there is only a
slight upward trend for the open subprocess, the impact of the variable on the clos-
ing intensity is decreasing, the larger the investors in the group. A positive sign of
the coefficient for the closing intensity implies that the larger the profit (loss), the
higher (lower) the intensity to close the position. Thus, we find evidence for the
presence of a disposition effect for small investors which diminishes as investors
become larger. This is in line with the findings of Shapira and Venezia (2001), Dhar
and Zhu (2006), Goetzmann and Massa (2008), and Chen et al. (2007) stated above.
The coefficients for the open intensity cannot be interpreted in light of the narrow
definition of the disposition effect, which only considers the relative propensity
to realize profits compared to losses, restricting the analysis to closing events. The
prospect theory of Kahneman and Tversky (1979) is a more general concept, which
describes an investor as being risk averse when winning and risk seeking when
losing. This implies that an investor would be less willing to increase his exposure
as his position becomes more profitable. The negative coefficients for the open in-
tensity are perfectly consistent with such loss aversion behavior and hence allow
for a more general interpretation and justification of the disposition effect.

The second-row panel depicts the influence of the paper profit/loss in the
portfolio of positions (γ·P/L pf) on both intensities. This variable can be considered
as a complementary decision factor, which sheds new light on traders’ behavior
and the disposition effect. While the impact on the open intensity is ambiguous
and often insignificant, the larger investors are significantly influenced by the suc-
cess of their total portfolio in their decisions to close positions. We find that these
investors tend to close each of their positions faster when their portfolio is generat-
ing profits. For smaller investors, on the contrary, the portfolio profit/loss does not
have an influence on the propensity to open or close a position. A possible explana-
tion for these observations is that smaller investors may be narrow framed (Thaler
1985) and oblivious to the dependencies between their positions in the portfolio.
This effect cannot be attributed to smaller investors holding only a single position,
as the groups have been selected so that all traders are invested in at least three
currency pairs. Also, the descriptive analysis showed that there is no systematic
pattern in the number of currency pairs held. From a different perspective, these
findings can be interpreted as a higher-level disposition effect to which larger in-
vestors are more susceptible.

The plots in the third-row panel illustrate the effect of a temporarily higher
risk exposure (measured as excess trading volume) in a certain currency pair on
the open and close intensities. Generally, a larger trade can be initiated for a va-
riety of reasons. We argue that it signals an increase in risk-taking appetite. This
may be caused on the one hand by overconfident behavior arising from spuri-
ous past trading success (self-attribution bias; Wolosin, Sherman, and Till 1973) or
a wrongly perceived ability to better interpret news or an emerging chart pattern
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(biased perceptions of information; Alpert and Raiffa 1982). In such case, one
should observe even more aggressive and frequent trading in the near future
(cf. Daniel, Hirshleifer, and Subrahmanyam 1998; Odean 1998b; Wang 1998;
Gervais and Odean 2001; Scheinkman and Xiong 2003). On the other hand, more
active risk taking may also emerge from a rational trading strategy in which in-
vestors learn and become more experienced without misinterpretation of past in-
formation (cf. Nicolosi, Peng, and Zhu 2009; Seru, Shumway, and Stoffman 2009).
We observe that in general, excess trading volume (γ·vol) has a negative influence
on the open intensity and a positive impact on the close intensity. Although for
some groups the coefficients turn out to be insignificant, the signs of the coefficients
seem unambiguous. In the case in which an investor holds a position that is riskier
than his usual positions, he seems to be reluctant to further invest into the cur-
rency pair and seems to be faster in closing out this position. Taken together, these
results point at risk-averse behavior at the high-frequency level. The first observa-
tion may also simply reflect a budget constraint in the sense that there is less free
investment capital available to undertake further investments. The fact that this
effect seems to be also more pronounced for the small private retail than for larger
investors points into the same direction. The second observation indicates that the
investor seems to pay more attention to his higher risk position. For such positions,
it seems reasonable that the investor spends more effort in actively monitoring the
price process or sets special limit orders (stop-loss and/or take-profit) with tighter
limits. In both cases, one would observe a higher closing intensity, irrespectively
of the type of supervision strategy. This is consistent with the general view in the
finance literature that investors like to be compensated for holding a risky position
and that they tend to act more carefully when managing a larger risk. The early lit-
erature on inventory models for market makers (cf. Demsetz 1968; Madhavan and
Smidt 1993) and also the related literature on asymmetric information (cf. Glosten
and Milgrom 1985; Easley and O’Hara 1987) already emphasizes these effects. In
a situation of increased risk and/or uncertainty, market makers tend to raise the
bid–ask spread to insure themselves from being picked up and thereby imply-
ing either less or more costly trading (cf. Admati and Pfleiderer 1988). However,
the focus of the market microstructure literature has moved away from inventory
models to models with asymmetric information, and the importance of inventory
not only for the market maker but also for the individual investors seems to be ne-
glected. Our results and the results of Nolte and Nolte (2010) show that inventory
matters.

Overall, our results are consistent with the theoretical and empirical findings
on the disposition effect and its heterogeneity across different groups of investors.
The novelty of the proposed modeling framework is that it highlights the impor-
tance of the time dimension, the separate open and close intensity processes, and
allows for a joint analysis of complex individual trading strategies in light of be-
havioral finance and market microstructure theories. The proposed approach de-
livers new insights into the study of the disposition effect by allowing us to adopt
a more general interpretation of the prospect theory. The inclusion of the portfolio
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profit/loss as a decision factor broadens the interpretation of the disposition effect
and the analysis of trading patterns.

The goodness-of-fit of our models is evaluated by comparing properties of the
”raw” inter-event durations to the model residuals. In an intensity-based frame-
work, the integrated intensities (see Equation (6)) can be considered as generalized
residuals which under the correct model specification should be i.i.d
exponentially distributed with unit mean. Here, we report goodness-of-fit statis-
tics and quantile–quantile (QQ) plots again only for investor groups 1, 7, 14, and
20. The complete statistics and figures can be found in Web Appendix B. The
goodness-of-fit diagnostics are given in Table 4. While we still detect a slight
overdispersion of the residuals, indicating a slight degree of misspecification, also
evident in the QQ plots in Figure 6, the dynamic properties of the inter-event dura-
tions are captured well by the model. This is confirmed by the Ljung–Box and the
Brock, Dechert, and Scheinkman (1987) (BDS) tests. We observe that the Ljung–Box
test statistics of the generalized residual series decrease considerably in compari-
son to those of the raw data series in the majority of cases. The same observation
also holds for the BDS test, which does not merely test for uncorrelated but for
i.i.d. distributed observations.

Table 4 Diagnostics for the raw and the residual series of the open and close subpro-
cesses for selected investor groups 1, 7, 14, and 20

Open Close Open Close

Raw Res Raw Res Raw Res Raw Res

1 7

Mean 1420.94 0.97 4981.64 0.96 714.97 1.03 1994.36 1.12
Std 3496.11 1.07 7343.19 1.29 2864.14 1.10 5707.96 1.30
LB (20) 520.80 24.82 32.22 32.37 632.12 139.65 319.92 21.92
LB (50) 800.40 53.06 58.46 82.57 1012.91 177.36 333.82 53.43
BDS (m = 2) 10.53 1.91 1.32 0.25 9.74 5.84 14.58 1.00
BDS (m = 3) 12.61 2.41 0.92 −0.12 11.97 6.65 15.89 1.15

14 20

Mean 1063.60 1.01 1793.88 0.99 613.92 1.02 448.31 0.99
Std 3086.08 1.04 4464.85 1.13 2254.13 1.21 1657.68 1.07
LB (20) 247.64 22.02 53.17 23.62 224.26 41.60 299.85 86.60
LB (50) 309.76 63.20 88.13 44.98 314.24 66.94 433.15 129.47
BDS (m = 2) 6.53 1.49 4.34 0.75 7.20 2.67 7.34 2.64
BDS (m = 3) 8.02 2.40 5.24 1.48 8.67 3.77 8.76 2.81

The series are pooled over currency pairs and investors. LB ! Ljung–Box test statistic, BDS(m =
embedding dimension) ! Brock–Dechert–Scheinkman test statistic ∼ N(0, 1). Std, standard deviation.
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Figure 6 QQ plots of pooled open and close subprocesses residual series against the unit expo-
nential distribution for selected investor groups 1, 7, 14, and 20.

To improve the model fit one could consider alternative baseline intensity
functions of semi- or nonparametric form. In earlier versions of the paper, we used
a simple multivariate Weibull baseline intensity without investor-specific effects
and an FFF component, which turned out to be inferior in terms of goodness-
of-fit to the one currently employed. We also considered models in which the
dynamics was driven, in addition to the latent factor, by an autoregressive con-
ditional intensity (Russell 1999) component. This complicated the interpretation of
the model dynamics and did not improve the fit considerably. Further extensions
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of the model could allow for a broader set of individual- and currency-specific
effects.

4 CONCLUSIONS

In this paper, we propose an econometric model for the analysis of complex trad-
ing activity datasets in an intensity-based framework. Such datasets contain very
detailed information about the trading history of single traders and provide more
insights into the market microstructure and investors’ trading behavior beyond
the informational content of typical high-frequency datasets. From an econometric
point of view, analyzing activity datasets is rather challenging, due to their mul-
tidimensional panel structure spanning time, types of trading activity, securities,
and investors, complicated by irregularly spaced observations. The model devel-
oped in the paper is suited to cope with this data structure.

An attractive feature of the intensity-based framework is its flexibility in terms
of capturing the impact of observable time-varying covariates on the underlying
processes. Since not all information can be observed, however, we include a latent
factor in the model which is responsible for capturing hidden correlation struc-
tures. We estimate the panel intensity model adopting the EIS algorithm of Richard
and Zhang (2007).

The model is applied to a trading activity dataset from OANDA FXTrade in
order to analyze the trading behavior of different groups of investors, categorized
according to their investment turnover. The beauty of the methodology is that time
plays the central role, which allows us to draw immediate conclusions with respect
to behavioral biases influencing the timing of investment decisions, such as the dis-
position effect. We find that the standard disposition effect is complemented by the
impact of the total portfolio performance on the length of the investment periods.
The joint modeling of the processes related to opening and closing financial po-
sitions allows for a broader interpretation of the disposition effect in light of the
prospect theory of Kahneman and Tversky (1979). Apart from new insights into
the disposition effect, the model delivers insights into the impact of risk aversion
at the high-frequency level on the trading behavior.

APPENDIX A: ESTIMATION
We consider the explicit form and the estimation of the parameters in the likeli-
hood function. Let W denote the set of data matrices Wkn for each currency pair
k = 1, . . . , K and investor n = 1, . . . , N, where the ith row of Wkn, wkn

i , consists of
the following data:

wkn
i = (t

kn
i , d1

i , . . . , dS
i ), with i = 1, . . . , Nkn(T).

With Wkn
i we denote the history of wkn

i up to and including tkn
i , that is,

Wkn
i = {wkn

j }i
j=1.
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Furthermore, let Zkn
i for k = 1, . . . , K and n = 1, . . . , N denote the set consisting of

the following time-varying covariate data:

Zkn
i = {{z1kn

j |j = 1, . . . , M1kn(tkn−
i )}, . . . , {zSkn

j |j = 1, . . . , MSkn(tkn−
i )}}.

Recall that the likelihood function of our model is given by

L(W;θ) =
∫

RN(T)

N(T)

∏
i=1

∏
Ci

S

∏
s=1

exp



ds
Nkn(ti)

ln θskn
(

tkn
Nkn(ti)

∣∣∣Ft−i
, λi

)

−
∫ tkn

Nkn(ti)

tkn
Nkn(ti)−1

θskn(u|Fu− , λN(u−)+1)du



 ρ
(

λi|Ft−i

)
dΛ

=
∫

RN(T)

N(T)

∏
i=1

∏
Ci

S

∏
s=1

exp



ds
Nkn(ti)

ln θskn
(

tkn
Nkn(ti)

∣∣∣Ft−i
, li
)

−
∫ tkn

Nkn(ti)

tkn
Nkn(ti)−1

θskn(u|Fu− , lN(u−)+1)du



 1√
2π

exp

(

− (li − µi)
2

2

)

dL,

where L = ln Λ and the second equality follows from a change of the variable λ to
l. Using the datasets defined above, the likelihood function can be rewritten as

L(W;θ) =
∫

RN(T)

N(T)

∏
i=1

∏
Ci

gkn
(

wkn
Nkn(ti)

|Wkn
Nkn(ti)−1, Li, Zkn

Nkn(ti)

)
p(li|Li−1)dL

=
∫

RN(T)

N(T)

∏
i=1

∏
Ci

ϕkn
(

wkn
Nkn(ti)

, li|Wkn
Nkn(ti)−1, Li−1, Zkn

Nkn(ti)

)
dL, (A1)

where gkn denotes the product of the survivor and the intensity functions, p the
density of the conditional normal distribution, and ϕkn the resulting correspond-
ing joint conditional density. Since this likelihood involves the computation of
an N(T)-dimensional integral, we employ the EIS technique of Liesenfeld and
Richard (2003), which has been used for estimating SCI models by Bauwens and
Hautsch (2006). The EIS technique is based on simulation of the likelihood function
(Equation (A1)) which can be rewritten as

L(W;θ) =
∫

RN(T)

N(T)

∏
i=1

∏
Ci

ϕkn(wkn
Nkn(ti)

, li
∣∣Wkn

Nkn(ti)−1, Li−1, Zkn
Nkn(ti)

)

m(li|Li−1, φi)

×
N(T)

∏
i=1

∏
Ci

m(li|Li−1, φi)dL,

where m(li|Li−1, φi) is a sequence of auxiliary importance samplers which are used
to draw a trajectory of the latent factor, given some additional parameters φi of the
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sampler. The estimation then proceeds by generating R trajectories of the latent
factor and averaging over the draws

LR(W;θ) =
1
R

R

∑
r=1

∏N(T)
i=1 ∏Ci

ϕkn(wkn
Nkn(ti)

, l(r)i
∣∣Wkn

Nkn(ti)−1, L(r)i−1, Zkn
Nkn(ti)

)

∏N(T)
i=1 ∏Ci

m(l(r)i |L
(r)
i−1, φi)

, (A2)

where the bracketed superscript r indicates the values of the corresponding vari-
able or set for the rth repetition. The idea of the EIS approach is to find the values of
the parameters φi for i = 1, . . . , N(T) such that the sampling variance of LR(W;θ)
is minimized. We sketch the main idea and steps involved in the EIS methodology
and refer the reader to Richard and Zhang (2007) for details.

The densities m(li|Li−1, φi) can be decomposed as

m(li|Li−1, φi) =
k(Li, φi)

χ(φi, Li−1)
, (A3)

which can be interpreted as writing the density of li conditional on its past as the
ratio of the joint density and the marginal density or as decomposing the density
into a kernel and an integrating constant independent of li. Richard and Zhang
(2007) show that the optimal values of φi can be determined by solving recursively
for i = N(T), N(T)− 1, . . . , 2, 1 a minimization problem, which in our case can be
written as

φ̂i(θ) = argminφi

R

∑
r=1

(

ln

(

∏
Ci

ϕkn
(

wkn
Nkn(ti)

, l(r)i

∣∣∣Wkn
Nkn(ti)−1, L(r)i−1, Zkn

Nkn(ti)

)

χ
(

φi+1, L(r)i

))
− φ0,i − ln(k(L(r)i , φi))

)2

, (A4)

where φ0,i are additional scalar parameters and χ(φN(T)+1, LN(T)) ≡ 1. The intu-
ition behind the minimization problem is that it looks for the values of φi which
minimize the distance between the densities ϕ and m, where m has been decom-
posed as in Equation (A3). To make Equation (A4) operational, one needs to specify
the functional form of the kernel k. We follow Liesenfeld and Richard (2003) and
choose as a kernel a parametric extension to the direct samplers p given by

k (Li, φi) = p(li|Li−1)ζ (li, φi) ,

where ζ is itself a Gaussian density kernel:

ζ (li, φi) = exp(φ1,i li + φ2,i l2
i ).

Since a product of normal kernels is a normal kernel as well, we obtain for k (Li, φi)

k(Li, φi) ∝ exp
(
(φ1,i + µi)li +

(
φ2,i −

1
2

)
l2
i −

1
2

µ2
i

)

= exp

(

− 1
2π2

i
(li − κi)

2

)

exp

(
κ2

i
2π2

i
− 1

2
µ2

i

)

,
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where

π2
i = (1− 2φ2,i)

−1 and (A5)

κi = (φ1,i + µi)π
2
i . (A6)

It follows that

χ(φi, Li−1) = exp

(
κ2

i
2π2

i
−

µ2
i

2

)

. (A7)

Under this choice of kernels class, p(li|Li−1) cancels out in the minimization prob-
lem (A4), which can then be rewritten as

φ̂i(θ) = argminφi

R

∑
r=1

(

ln

(

∏
Ci

gkn
(

wkn
Nkn(ti)

∣∣Wkn
Nkn(ti)−1, L(r)i , Zkn

Nkn(ti)

)
χ(φi+1, L(r)i )

)

−φ0,i − ln(ζ(l(r)i , φi))

)2

. (A8)

The implementation of the sequential ML-EIS approach can be summarized in
the following steps:

STEP 1. Draw R trajectories {l(r)i }
N(T)
i=1 from {N(µi, 1)}N(T)

i=1 .
STEP 2. For each i with i: N(T) → 1 solve the R-dimensional OLS problem in

(A8).

STEP 3. Calculate the sequences {π2
i }

N(T)
i=1 and {κi}

N(T)
i=1 from equations (A5) and

(A6) and draw R trajectories of {l(r)i }
N(T)
i=1 from {N(κi, π2

i )}
N(T)
i=1 to com-

pute the likelihood function given in (A2).

APPENDIX B: SMOOTHED ESTIMATES
For evaluation purposes of the latent factor, we compute smoothed estimates of
it following the procedure outlined in Koopman, Lucas, and Monteiro (2008). Us-
ing the notation from Appendix A, we construct an estimate of the latent factor
given the data l̂i|N(T) by weighting each latent factor l(r)i by its contribution to the
likelihood function. Hence,

l̂i|N(T) =
∑R

r=1 π(r)l(r)i

∑R
r=1 π(r)

,

with

π(r) =
N(T)

∏
i=1

∏
Ci

ϕkn(wkn
Nkn(ti)

, l(r)i
∣∣Wkn

Nkn(ti)−1, L(r)i , Zkn
Nkn(ti)

)

m(l(r)i |L
(r)
i−1, φ̂i)

.
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The standard errors for l̂i|N(T) are computed following Koopman, Lucas, and
Monteiro (2008) as

√√√√∑R
r=1 π(r)(l(r)i )

2

∑R
r=1 π(r)

− (l̂i|N(T))2.
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